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‭AI-Scientist‬‭| Builders Blog | Jan 2025‬

‭First, I am attaching my reading copy of the AI Scientist paper below:‬

Reading Copy - The AI Scientist: Towards Fully Automated Open-Ended Scientific Disco…

‭After reading the task description, my gut reaction was to play around with what results I could‬
‭get related to reinforcement learning applied to character animation, so I decided to pursue this‬
‭idea. This was one of my primary areas of interest in the previous academic semester;‬
‭specifically, I was exploring what modifications can be made to the adversarial motion priors‬
‭(AMP) algorithm‬‭(Peng et al., 2021)‬‭that lead to a‬‭reduction in pose error. In character‬
‭animation tasks, pose error is a metric used to evaluate how closely a simulated character's‬
‭motion matches a reference motion. Essentially, the AMP algorithm is a goal-conditioned‬
‭reinforcement learning framework that uses adversarial learning to train a motion prior that‬
‭evaluates how well a simulated character's movements match a dataset of reference motions,‬
‭which in turn defines the reward function used to train the character's policy.‬

‭See the diagram below for more details:‬

‭[AMP System Design, taken from‬‭(Peng et al., 2021)‬‭paper]‬
‭I put together the following reading list of relevant literature in this field.‬

https://drive.google.com/file/d/1JnxD15rqZ3An-5C4BKnGNoyaOHmM_Ttd/view?usp=sharing
https://github.com/SakanaAI/AI-Scientist
https://arxiv.org/pdf/2104.02180


‭"Benchmarking Deep Reinforcement Learning for‬

‭Continuous Control"‬

‭(Duan et al., 2016)‬

‭"Generative Adversarial Imitation Learning"‬ ‭(Ho & Ermon, 2016)‬

‭"Proximal Policy Optimization Algorithms"‬ ‭(Schulman et al., 2017)‬

‭"Character Controllers Using Motion VAEs"‬ ‭(Ling et al., 2020)‬

‭"Generalized Biped Walking Control"‬ ‭(Coros et al., 2010)‬

‭"DReCon: Data-Driven Responsive Control of‬

‭Physics-Based Characters"‬

‭(Bergamin et al., 2019)‬

‭"Interactive Character Control with‬

‭Auto-Regressive Motion Diffusion Models"‬

‭(Shi et al., 2024)‬

‭"AMP: Adversarial Motion Priors for Stylized‬

‭Physics-Based Character Control"‬

‭(Peng et al., 2021)‬

‭"ASE: Large-Scale Reusable Adversarial Skill‬

‭Embeddings for Physically Simulated Characters"‬

‭(Peng et al., 2022)‬

‭"CALM: Conditional Adversarial Latent Models for‬

‭Directable Virtual Characters"‬

‭(Tessler et al., 2023)‬

‭"DeepMimic: Example-Guided Deep Reinforcement‬

‭Learning of Physics-Based Character Skills"‬

‭(Peng et al., 2018)‬

‭"MaskedMimic: Unified Physics-Based Character‬

‭Control Through Masked Motion Inpainting"‬

‭(Tessler et al., 2024)‬

‭"TRACE and PACE: Controllable Pedestrian Animation‬

‭via Guided Trajectory Diffusion"‬

‭(Rempe et al., 2023)‬

‭"Trajectory Optimization for Full-Body Movements‬

‭with Complex Contacts"‬

‭(Al Borno et al., 2013)‬



‭Further, I include three seed ideas below that were inspired by some exploration I was doing in‬
‭my previous semester.‬

‭[‬

‭{‬

‭"Name":‬‭"adaptive_reward_weighting"‬‭,‬

‭"Experiment":‬‭"Implement an adaptive reward‬‭weighting system that dynamically adjusts the‬

‭balance between task and style rewards based on their relative magnitudes during training. The weights‬

‭should be updated using a moving average of loss ratios. Compare pose error and task performance against‬

‭the baseline AMP implementation."‬

‭},‬

‭{‬

‭"Name":‬‭"hierarchical_discriminator"‬‭,‬

‭"Experiment":‬‭"Modify the AMP discriminator‬‭to use a hierarchical architecture with both local‬

‭and global motion discriminators. The local discriminator focuses on frame-level features while the‬

‭global discriminator assesses longer temporal sequences. Compare the quality of generated motions‬

‭against the baseline single discriminator approach."‬

‭},‬

‭{‬

‭"Name":‬‭"dataset_specialization"‬‭,‬

‭"Experiment":‬‭"Compare the performance of‬‭AMP when trained on specialized motion datasets (e.g.,‬

‭HumanEva focused on basic locomotion) versus general motion capture collections (e.g., full AMASS‬

‭dataset). Evaluate pose error and motion naturalness for specific tasks like walking."‬

‭}‬

‭]‬

‭If curious, I’ve also attached the algorithm pseudocode for ideas 1 and 2 below. My true‬
‭motivation for setting up this template was curiosity at what the AI Scientist would generate with‬
‭the given seeds in comparison to these modifications to the AMP algorithm that I have been‬
‭experimenting with (modifications noted in blue text).‬



‭IMPLEMENTATION‬

‭When I was experimenting with the AMP algorithm in the previous semester, I did so via the‬
‭ProtoMotions‬‭library which used NVIDIA’s‬‭IsaacSim‬‭physics engine as a backbone.‬
‭However, the original AMP algorithm was released with the‬‭DeepMimic‬‭codebase, which‬
‭allows users to interact with and train AMP agents. I decided to utilize the‬‭DeepMimic‬‭codebase‬
‭rather than‬‭ProtoMotions‬‭for the purposes of this template because it does not require the use‬
‭of‬‭IsaacSim‬‭, which makes the build process somewhat‬‭less complicated.‬

‭To do this, I proceeded to write a bash script that automates the build process for‬‭DeepMimic‬‭on‬
‭a linux machine. I later found out that someone made a PR for this exact purpose 3 years ago, but‬
‭their build script was somewhat inconveniently located in the repo… In any case, my build script‬
‭is more comprehensive in that it takes care of python package installation as well. It is‬
‭accompanied by‬‭DeepMimicCore/Makefile.auto‬‭, which‬‭builds the python wrapper of‬
‭DeepMimicCore‬‭written in C++.‬

‭These files are included in the Appendix of this section, and I’ve made a pull request in the‬
‭original repo here:‬

‭https://github.com/xbpeng/DeepMimic/pull/205‬

‭It is unclear whether this repo is still being actively maintained, however, so I add my fork of‬
‭DeepMimic‬‭instead of the official repo in my AMP template‬‭for AI Scientist.‬

‭Next, I made two very small patches to the AI-Scientist codebase. First, if a user (maybe me)‬
‭does not download all of the necessary latex-related packages, there is no system check for this.‬
‭The‬‭launch_scientist.py‬‭goes through the full generation‬‭process ($10-15 in API calls),‬
‭and at the very end reveals, lo and behold, latex could not compile:‬

‭GENERATING LATEX‬

‭Failed to perform writeup: [Errno 2] No such file or directory:‬‭'pdflatex'‬

‭FINISHED IDEA‬

‭Completed idea: alternative_noise_schedules, Success: False‬

‭All ideas evaluated.‬

‭This accepted PR does a simple check for whether‬‭chktex‬‭and‬‭pdflatex‬‭are installed on the‬
‭system and if not exits before the generation loop begins:‬

‭https://github.com/SakanaAI/AI-Scientist/pull/180‬

https://github.com/NVlabs/ProtoMotions
https://developer.nvidia.com/isaac/sim#isaac-lab
https://github.com/xbpeng/DeepMimic
https://github.com/xbpeng/DeepMimic/pull/205
https://github.com/SakanaAI/AI-Scientist/pull/180


‭The second patch is a one-line addition to‬‭requirements.txt‬‭, explained in this PR:‬

‭https://github.com/SakanaAI/AI-Scientist/pull/182‬

‭The‬‭experiment.py‬‭file implements a simple training‬‭run on an AMP agent for the 3 different‬
‭motion files:‬

‭"DeepMimic/data/motions/humanoid3d_walk.txt"‬

‭"DeepMimic/data/motions/humanoid3d_jog.txt"‬

‭"DeepMimic/data/motions/humanoid3d_run.txt"‬

‭I utilize the built-in DeepMimic environment RLWorld and update it with its‬‭update(self,‬
‭timestep)‬‭function. I then log performance metrics‬‭every 100 steps. After running the‬
‭experiment,‬‭plot.py‬‭is utilized in a manner very similar‬‭to the provided example templates.‬

‭[Sample plot correlating to‬‭final_info.json‬‭values‬‭generated by‬‭experiment.py‬‭]‬

https://github.com/SakanaAI/AI-Scientist/pull/182


‭RESULTS & ANALYSIS‬

‭Drum roll… we are now finally ready to generate papers using the AMP template for‬
‭AI-Scientist! After quite a bit of debugging, I was very curious to see what sort of output would‬
‭be produced by this point. I was practically watching paint dry while trying out my first few‬
‭generations.‬

‭I have created a PR on the AI-Scientist repo for my template, available here:‬

‭https://github.com/SakanaAI/AI-Scientist/pull/183‬

https://github.com/SakanaAI/AI-Scientist/pull/183


‭Additionally, I noticed none of the other templates included sample generations, but I feel that‬
‭looking at sample output is fairly critical before anyone should decide to try out a template for‬
‭themselves (and it would save everyone on API costs). For this reason, my template also‬
‭includes 5 example papers, available here:‬

‭https://github.com/Shivamkak19/AI-Scientist/tree/main/templates/amp/ex‬
‭amples‬

‭For some insight on the quality of generation, I’ve curated the abstracts and plot outputs across‬
‭my example generations:‬

https://github.com/Shivamkak19/AI-Scientist/tree/main/templates/amp/examples
https://github.com/Shivamkak19/AI-Scientist/tree/main/templates/amp/examples


‭Additionally, the review scores:‬



‭Paper 1‬ ‭4‬ ‭'The method relies on manually tuned motion-specific bounds‬

‭and hyperparameters (temperature, decay rate), which may‬

‭introduce biases and limit its applicability to other motion‬

‭types or domains.'‬

‭Paper 2‬ ‭5‬ ‭'The methodology lacks detailed explanations, particularly‬

‭around the implementation specifics and dynamic weight‬

‭adaptation constraints.'‬

‭Paper 3‬ ‭5‬ ‭'The paper lacks sufficient details in the methodology‬

‭section, particularly concerning the training process and the‬

‭architecture of the discriminators.'‬

‭Paper 4‬ ‭4‬ ‭'The scope is somewhat narrow, focusing primarily on‬

‭locomotion tasks. It would be beneficial to extend the study‬

‭to other types of motions or tasks.'‬

‭Paper 5‬ ‭4‬ ‭'Insufficient clarity in the description of the methodology,‬

‭particularly the autoencoder aggregator and adaptive‬

‭momentum-based smoothing.'‬

‭I found it somewhat unfortunate that the majority of compute time, anecdotally speaking, went‬
‭toward completing the latex writeup as opposed to executing on a greater number of interesting‬
‭experiments. Also, I happened to read 2 very important lines from the paper after having first‬
‭learned them the hard way:‬

‭“Notably, GPT-4o struggles with writing LaTeX,‬‭which‬‭prevents it from‬
‭completing many of its papers.‬‭”‬

‭“Llama-3.1 405b performed the worst overall but was the most convenient to‬
‭work with,‬‭as we were frequently rate-limited by other‬‭providers.‬‭”‬

‭In any case, I unlocked Tier 2 rate limits for both Open AI and Anthropic after my first full‬
‭end-to-end generation, so subsequent generations experienced far less rate limiting. Regarding‬
‭the quality of the generations - while the templates surely look professional, as expected there is‬
‭much to look forward to in the quality of the content. Focusing on example generation 2, which‬
‭received a review score of 5, the abstract immediately dives into the usage of technical terms‬
‭such as “discriminator” that are worth an explanation in any good abstract. Additionally, the‬
‭leftmost graph repeats each algorithm several times, whereas the rightmost graph has missing‬
‭information for the “walk” motion file. I was looking forward to seeing if any of the experiments‬
‭would branch and perhaps use a different motion file from the template or dramatically modify‬
‭the AMP agent training setup, but this did not happen at least among the 5 papers I generated.‬


